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METHOD AND APPARATUS FOR
PROCESSING IMAGE DATA

CROSS REFERENCE TO RELATED
APPLICATIONS

This application is related to:

PCT patent application Ser. No. PCT/US92/09349,
entitled AUDIO/VIDEO COMPUTER ARCHITECTURE,
by inventors Mical et al., filed concurrently herewith, Attor-
ney Docket No. MDIO4222, and also to U.S. patent appli-
cation Ser. No. 07/970,308, bearing the same title, same
inventors and also filed concurrently herewith;

PCT patent application Ser. No. PCT/US92/09342,
entitled RESOLUTION ENHANCEMENT FOR VIDEO
DISPLAY USING MULTI-LINE INTERPOLATION, by
inveniors Mical et al., filed concurrently herewith, Attorney
Docket No. MDIO3050, and also to U.S. patent application
Ser. No. 07/970,287, bearing the same title, same inventors
and also filed concurrently herewith;

PCT patent application Ser. No. PCT/US92/09348,
entitled METHOD FOR GENERATING THREE DIMEN-
SIONAL SOUND, by inventor David C. Platt, filed concur-
rently herewith, Attorney Docket No. MDI04220, and also
to U.S. patent application Ser. No. 07/970,274, bearing the
same title, same inventor and also filed concurrently here-
with;

PCT patent application Ser. No. PCT/US92/09350,
entitted METHOD FOR CONTROLLING A SPRYTE
RENDERING PROCESSOR, by inventors Mical et al., filed
concurrently herewith, Attorney Docket No. MDIO3040,
and also to U.S. patent application Ser. No. 07/970,278,
bearing the same title, same inventors and also filed con-
currently herewith;

PCT patent application Ser. No. PCT/US92/09462,
entitted SPRYTE RENDERING SYSTEM WITH
IMPROVED CORNER CALCULATING ENGINE AND
IMPROVED POLYGON-PAINT ENGINE, by inventors
Needle et al., filed concurrently herewith, Attorney Docket
No. MDIO4232, and also to U.S. patent application Ser. No.
07/970,289, bearing the same title, same inventors and also
filed concurrently herewith;

PCT patent application Ser. No. PCT/US92/09460,
entitled METHOD AND APPARATUS FOR UPDATING A
CLUT DURING HORIZONTAL BLANKING, by inventors
Mical et al., filed concurrently herewith, Attorney Docket
No. MDIO4250, and also to U.S. patent application Ser. No.
07/969,994, bearing the same title, same inventors and also
filed concurrently herewith;

PCT patent application Ser. No. PCT/US92/09384,
entitled PLAYER BUS APPARATUS AND METHOD, by
inventors Needle et al., filed concurrently herewith, Attorney
Docket No. MDIO4270, and also to U.S. patent application
Ser. No. 07/970,151, bearing the same title, same inventors
and also filed concurrently herewith.

The related patent applications are all commonly assigned
with the present application and are all incorporated herein
by reference in their entirety. '

BACKGROUND

1. Field of the Invention

The invention relates generally to image data processing.
The invention relates more specifically to a low cost method
for providing shadowing, highlighting and other image
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2

processing functions in a system which processes images in
the form of digital signals.

2. Description of the Related Art

In recent years, the presentation and pre-presentation
processing of visual imagery has shifted from what was
primarily an analog format to an essentially digital format.
Unique problems come to play in the digital processing of
image data. The problems include providing adequate stor-
age capacity for digital image data and maintaining accept-
able data throughput rates. In addition, there is the problem
of creating a sense of realism in digitally generated imagery,
particularly in animated imagery.

The visual realism of imagery generated by digital video
game systems, simulators and the like can be enhanced by
providing special effects such as shadowing, highlighting
and so forth. For example, when the image of an airplane is
to be displayed flying over a flat terrain on a sunny day, the
realism of the overall scene is enhanced by generating a
shadow image of the airplane within the image of the terrain.
The effect appears more realistic when the terrain region
onto which the shadow is projected becomes dimmed rather
than completely blackened. The observer continues to see
part of the texture of the terrain even though it is covered by
the airplane’s shadow. The effect is referred to as “shadow-
ing.”

Highlighting is another example of realism-imparting
effects. Suppose an explosive device is displayed detonating
near the airplane. Visual realism is enhanced by momen-
tarily increasing the brightness (highlighting) of the air-
plane’s image to create the impression that light from the
explosion is reflecting off the airplane’s fuselage. The effect
appears more realistic when certain brightness and/or col-
orization relationships between different parts of the airplane
(e.g., cockpit, fuselage, wings) are maintained.

Home game systems, such as the Sega “Genesis” have a
two-source image merging system for creating shadowing
and highlighting effects on-the-fly (in real time). When the
shadow effect is desired, a first source “tile” or “sprite”
(rectangular block of bit-mapped data representing the air-
plane shadow region) is overlaid with a second source tile
representing the underlying terrain. For every pixel position
where the first (shadow) sprite intensity is non-zero, a digital
signal representing the corresponding terrain intensity in the
second tile is cut in half to thereby produce a “dimming”
effect. The dimmed version of the terrain tile is then output
as part of the video image. (The dimmed image data is not
stored in memory however.)

To produce the highlighting effect, the Sega “Genesis™”
system divides the shading value of all pixels within the
airplane’s sprite by two and then adds half the maximum
shading value to each such pixel. This preserves the relative
shading relation between parts of the airplane while making
each brighter. The augmented version of the airplane tile is
then output as part of the video signal, but not saved. It is not
possible to both shade and highlight a tile at the same time
in the Sega “Genesis™” system.

The above-described shadowing and highlighting tech-
niques are of limited use. Optically-complex animated
scenes require much more. Consider for example a scene in
a Knights of the Realm kind of game. The hero enters the
arch chamber of a church. Stained glass windows of differ-
ent elevations, colorations, transparencies, shapes and
angles surround the chamber. A villain is to be seen through
the stained glass windows, approaching from the outside of
the chamber at an angle relative to the stained glass win-
dows. The scene is to be projected through, or displayed on,
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a two-dimensional window (hereafter, the observation
plane). For added realism, the position of the observation
plane (the window through which the game player views the
scene) is to rotate slowly about the hero, thus giving a
three-dimensional quality to the displayed two-dimensional
scene.

Realistic rendering of such a scene has to take into
consideration the transformation of outside light as the light
passes at various angles through the stained glass windows
to the observation plane. It also has to take into account the
reflection of internal lighting off the stained glass windows
toward the observer’s plane. Moreover, if the villain throws
a rock through one of the stained glass windows, the visual
effects of the hole have to replace those of the removed
window material. If the villain flings mud onto a window,
the transparency and coloration of the affected window
regions have to change accordingly.

Previously available home-game systems (e.g. Nintendo
Entertainment System™™, Sega Genesis™) were not capable
of handling such optically-complex animated scenes in real
time. Some commercial imaging systems such as the Silicon
Graphics “Iris™” system do provide mechanisms for han-
dling optical complexities in real time, but this is made
possible only through the use of high speed computers, large
" memories and special custom circuitry. These commercial
systems are therefore available only at very high cost.

Heretofore, a low cost system for providing realistic
renditions of complex animated scenes has not been avail-
able.

SUMMARY OF THE INVENTION

The above-mentioned problems are overcome by provid-
ing a low cost method and apparatus for processing and
rendering complex image scenes.

A signal processing apparatus in accordance with the
invention comprises one or a plurality of pixel-component
processing units (e.g. an R-unit, a G-unit and a B-unit)
where each pixel-component processing unit includes: (a)
first input selector means [211] for receiving and selecting
one of a first set of plural image-defining signals; (b) second
input selector means [212] for receiving and selecting an
image-defining signal either from the first set or from a
second set of plural image-defining signals; (c) multiply-
factor selector means [222] for receiving and selecting one
of a set of plural multiply values; (d) multiplier means [225],
coupled to the first input selector means and the multiply-
factor selector means, for producing a multiplied signal
[226] representing the product of the value of an image-
defining signal selected by the first input selector means
[211] and a multiply value [MV] selected by the multiply-
factor selector means [222]; (e) first divider means [231],
coupled to the output of the multiplier means, for producing
a left-side pre-scaled signal [2100] representing the value of
the multiplied signal produced by multiplier means [225]
divided by the value of a supplied first divide factor [Dv1];
(f) second divider means [233] for producing a right-side
pre-scaled signal [2200] representing the output of the
second selector means [212] divided by the value of a
second supplied divide factor [Dr3]; (g) adder means [260]
for producing a sum signal representing the sum of the
values represented by the left and right-side pre-scaled
signals; (j) third divider means [270] for producing a post-
scaled signal [275] representing the value of the sum signal
produced by the adder means [260] divided by the value
represented by a supplied third-divide factor defining signal
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[Dv2']; and (h) wrap limiter means [280] for producing an
optionally-limited signal representing the output of the third
divider means [270] where the value of said optionally-
limited signal is equal to the value of the signal produced by
the combination of the adder means [240] and the second
divider means [250], optionally limited to predefined mini-
mum and maximum values [0 and 31].

The signal processing apparatus of the invention can
apply a variety of effects to supplied image signals including
scaling them through a “grey-openacity” operation (defined
in the below detailed description), scaling them through a
“color-openacity” operation (defined in the below detailed
description), summing or subtracting the signals of two
sources to produce a “fredluscence” effect, and cross-mul-
tiplying one of the supplied signals against another on a
pixel-by-pixel basis using a ‘“doloresizing” operation
(defined in the below detailed description).

A method for defining the color or intensity of a destina-
tion pixel in accordance with the invention comprises the
steps of: (a) receiving first and second source-image defining
signals [SRC-A, SRC-B]; (b) selecting and scaling one .of
the first and second source-image defining signals [SRC-A,
SRC-B] in accordance with a selected scaling factor [MV/
Dv1] where the selected scaling factor can be itself defined
by contents [D-bit] of one [SRC-A] of the first and second
source-image defining signals; and (c) optionally combining
240, 260] the scaled image-defining signal [2100] with a
second [2200] of the first and second source-image defining
signals [SRC-A, SRC-B] to thereby define the color or
intensity of a destination pixel. The above signal combining
step can include adding and/or exclusive ORring together
the signals to be merged.

BRIEF DESCRIPTION OF THE DRAWINGS

The below detailed description makes reference to the
accompanying drawings, in which:

FIG. 1 (composed of subportions 1A and 1B) is a block
diagram of an image processing and display system in
accordance with the invention; and

FIG. 2 (composed of subportions 2A and 2B) is a sche-
matic diagram illustrating a vector processing pipeline
within the PPMP section of the system shown in FIG. 1.

DETAILED DESCRIPTION

Referring to FIG. 1 (which figure is composed of sub-
portions 1A and 1B), a block diagram of an image process-
ing and display (IPAD) system 100 in accordance with the
invention is shown.

A key feature of IPAD system 100 is that it is relatively
low in cost and yet it provides mechanisms for handling
complex image scenes in real time. This feature is made
possible by including a Pen and Palette Manipulation Pro-
cessor (PPMP) 200 on a single integrated circuit (IC) chip
within the IPAD system 100. The PPMP 200 will be the
focus of this disclosure, but its operations are best under-
stood by first considering the video processing operations of
system 100 in an overview sense.

FIG. 1 (which is composed of subFIGS. 1A and 1B, as
indicated by the key) provides an overview of the IPAD
system 100. Except where otherwise stated, all or most parts
of system 100 are implemented on a single printed circuit
board 99 and the circuit components are defined within one
or a plurality of integrated circuit (IC) chips mounted to the
board 99. Except where otherwise stated, all or most of the
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circuitry is implemented in CMOS (complementary metal-
oxide-semiconductor) technology using 0.9 micron or
smaller line widths. An off-board power supply (not shown)
delivers electrical power to the board.

Although not fully shown, the IPAD system 100 is
functionally divided into a destination-pixels color deter-
mining section (also referred to as a source-to-destination
color mapping section) and a destination-image geometry
determining section (also referred to as a source-to-destina-
tion point-to-point mapping section).

The color mapping section is charged with the task of
receiving electrical or other signals representing the color
and/or shading and/or illumination of the one or more pixels
in one or more bit-mapped source images and converting
these into electrical or other signals representing the color
and/or shading and/or illumination of the one or more
corresponding pixels in a bit-mapped destination image in
accordance with user-supplied color-mapping control sig-
nals. The PPMP unit 200 (FIGS. 1B, 2A, 2B) resides within
the color mapping section.

The point-to-point mapping section, on the other hand, is
charged with the task of receiving electrical or other geom-
etry-control signals representing a source-to-destination
point-to-point mapping and identifying specific pixels
within a bit-mapped destination image whose colors and/or
shadings and/or intensities are to be changed to reflect a
painting-over of a geometric region within the destination
image by colors derived from a source image. The shape and
size of the painted-over region is defined by the geometry-
control signals.

Broadly speaking, the IPAD system 100 includes a central
processor unit (CPU) 110 (FIG. 1A), an addressable system
memory which includes a video random-access memory unit
(VRAM) 120, a display driver 150 (FIG. 1B) and a video
display unit 160 (FIG. 1B). The video display unit 160 is
located off board 99 and its circuitry can be implemented in
technologies other than CMOS. The link between board 99
and display 160 can be provided through a baseband con-
nection or by way of an RF modulator/demodulator pair.

CPU 110 is preferably a RISC type ARM610 micropro-
cessor available from Advanced RISC Machines Limited of
Cambridge, U.K. The CPU 110 is operatively coupled to the
video random-access memory (VRAM) 120 such that the
CPU 110 has read/write access to various control and image
data structures stored within VRAM 120. For purposes of
the disclosed invention, the CPU type is immaterial. A MOS
Tech. 6502 would do just as well. Moreover, any means for
loading VRAM 120 with a desired set of control instructions
and image data will do just as well. Once appropriate data
is loaded into VRAM 120 (or other parts of system memory,
e.g., DRAM), the color and point-to-point mapping sections
take control of VRAM 120 (or other system memory parts),
fetch source image data and write back destination image
data.

Direct memory access (DMA) hardware is provided for
accessing contents of the VRAM 120 (or other parts of
system memory) at high-speed within a so-called memory-
address manipulator chip (MAMC) 101. Data within VRAM
120 (or other parts of system memory) is read or written on
a time-multiplexed basis. The memory address manipulator
chip (MAMC) 101 supplies memory address signals 120a to
system memory at system-defined time slots. A memory-
read tag 120b or memory-write tag 120c accompanies each
address signal. Corresponding data signals flow into or out
of system memory (VRAM 120) on a 32-bit wide D-bus
1204d. The CPU 110 accesses data within the VRAM 120 (or
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other parts of system memory, not shown) by sending an
access request to the memory address manipulator chip
(MAMC) 101 and waiting for a grant from the MAMC 101
of a time slot on D-bus 120d.

The memory address manipulator chip (MAMC) 101
includes a set of so-called “geometry-control engines” 101c.
These engines 101c include corner-calculating engines (not
shown) that determine what pixel or pixels in a source image
are to be mapped to a destination grid (bit-mapped destina-
tion image) and what the destination grid coordinates will be
for the corners of each source pixel that is to be mapped to
the destination grid. The geometry-control engines 101c also
include an address-translating means (not shown) for con-
verting destination grid coordinate values into signals rep-
resenting corresponding memory addresses of VRAM 120
(or other parts of system memory).

Some of the operations of the geometry-control engines
101c will be discussed in more detail later. For now, it is
sufficient to note that the geometry-control engines 101c
periodically control the ADDRESS, READ and WRITE
control lines (120a, 1205, 120c) of VRAM 120 and that the
geometry-control engines 101c respond to a supplied set of
so-called “transparency-contro] signals” (T-bits output from
IPS unit 103 of FIG. 1A) by not performing what would
otherwise be a write of a destination-pixel color-code signal
(open signal) into VRAM 120 when a corresponding T-bit is
active (logic true). This creates the effect of a transparent
hole in the rendered image.

The geometry-control engines 101c¢ also respond to a
supplied set of so-called “R-mode control signals” (R/W-
bits) by converting what would otherwise be an address
signal 120a tagged with a write flag 120c into an address
signal 120q tagged with a read flag 120b when a corre-
sponding R-bit is active (logic true).

The VRAM 120 has the capacity to store 1 megabyte of
data but it can be expanded to store 2, 4 or 16 megabytes of
data. (A byte consists of eight bits of data.) One megabyte
is a preferred but not absolute minimum storage capacity.
The system will work with a VRAM of smaller capacity
also.

The CPU 110 reads and writes data from/into the VRAM
120 in the form of 32-bit wide “words” that are transferred
over D-bus 1204. Physically, the VRAM 120 is split into left
and right banks each having its own independent address
port and each having a 16-bit wide data port. This gives
hardware devices, such a soon-to-be described CLUT/INT
unit 140, simultaneous access to two separately addressable
16-bit “half-words”. For most instances of concern here, it
can be assumed that the same address is applied to both
banks (not shown) of VRAM 120 and as such, VRAM 120
can be considered a unitary whole.

VRAM 120 is programmed to contain image-defining
data in a variety of VRAM address regions, including
regions 121, 123a and 123b. VRAM 120 also contains
image-rendering control data (e.g. SCoB data) in regions
such as 125 and 126. VRAM 120 further contains instruction
code for execution by the CPU 110 in other regions (not
shown).

Image-defining data within VRAM 120 is divided into
two basic kinds, literal (unpacked) and non-literal (com-
pressed). There are two formats for literal image data: TLFB
(Totally Literal Frame Buffer format) and TLNF (Totally
Literal NonFrame-buffer format). The TLFB and TLNF
formats contain only pixel-shading information—there is no
spryte-shape defining information. (The term “spryte” will
be defined shortly). TLFB format is distinguished from





































































